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Abstract
In this paper we use Process Mining and unsupervised learning to extract Graphs from Big Data produced by Public
Administration software logs. Starting from millions raw logs of a software used in many Italian municipalities, we group
functions related to specific Public Administration operations - such as management of reversals, tax collection seizures,
budget change - by means of clustering techniques. Then we apply Inductive Miner on clusters to extract process models and
we visualize them in Business Process Models Notation, that represent generalized ways to perform specific operations and
can be exploited for detailed process modeling, communication, and analysis of the workflows in the Public Administration.
We argue that this work paves the way towards modeling Public Administration operations into Knowledge Graphs in a
transparent way, suitable for the integration into ethical AI systems.
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1. Introduction and Background
Public Administration (PA) increasingly relies on effec-
tive process management to ensure the successful exe-
cution of both administrative and front-end services to
the citizens. The application of Artificial Intelligence
(AI) to the PA is crucial for improving the efficiency and
transparency of process management in the public sector.
However, AI applications within the PA remain under-
developed [1] for different reasons. These include data
sparsity, lack of data interoperability [2], a general risk
aversion in the public sector [3] and the legacy of out-
dated Information Technology systems that are hard to
integrate with AI tools. Nevertheless, there is a huge
effort of the scientific community to make advances and
improvements into the PA sector. On the one hand there
are top-down approaches with Knowledge Graphs (KGs).
These represent entities, process steps and the relations
between them in a machine-readable form. KGs can in-
clude complex knowledge about a domain and facilitate
PAs to adopt a data-centic orientation and operation an-
alytics [4]. On the other hand there are bottom-up ap-
proaches that try to extract patterns, rules and relations
directly from data. Among these techniques, Process
Mining [5], transparent Machine Learning and Associa-
tion Rule Learning [6] are powerful tools for discovering,
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modeling and managing business processes in the PA.
Many organizations are currently utilizing Process Min-
ing to discover patterns in data, applying research and
innovation actions to the business [7]. An analysis of 144
research papers in the business applications of Process
Mining [8] revealed that most of the existing research fo-
cuses on extracting models within a single organization
to improve a single business process. Research on us-
ing Process Mining across different systems or between
organizations is still underdeveloped. Additionally, the
current literature rarely explores how Process Mining
can be applied to analyze physical services, like munic-
ipal operators working at the counter. Process Mining
has the potential to offer valuable insights into customer
processes, but to achieve this, researchers need to explore
more complex use cases, and there is need for collabora-
tion between academics and practitioners to obtain good
results. Machine Learning in the public sector instead
is mainly used for the automation of routine operations
that have complicated elements, such as triaging phone-
calls or correspondence to the right points of contact [9].
These algorithms are mainly supervised and trained for
specific tasks but the advent of more powerful techniques
with less transparent models, such as Deep Learning and
Generative AI, increased the risk of bias and discrimi-
nation in using algorithms for taking decisions [10] and
this is especially true in the PA [11]. Nevertheless, there
are promising applications of transparent Process Min-
ing [12] in the medical domain. This study utilizes Pro-
cess Mining to extract Petri Nets and graphs in Business
Process Model Notation (BPMN) from big data of many
municipalities encompassing PA operations. BPMN ex-
cels at depicting the flow of activities within a process,
it and has been ratified as ISO 19510 standard and also
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extended to cover some PA use cases [13]. It visually
depicts the sequence of activities, decision points, and
potential outcomes within a process and facilitates the
collaboration between business analysts, process design-
ers, and developers. Moreover, BPMN also provides a
mapping with execution languages, particularly Business
Process Execution Language (BPEL), thus it is possible
to run automations and even build KGs from BPMN [14].
The paper is structured as follows: after a brief review of
related works we introduce the data and the experiments,
discuss the results, draw our conclusions and finally we
trace our direction for future work.

1.1. Related Work
Recent attempts to apply Process Mining to big databases
of logs from PA software revealed that this kind of data is
very hard to process with existing techniques. Previous
work of this kind counts 104 operators and 227.000 logs
[15]. In particular these softwares are usually made of
many different forms that allow the execution of nested
operations or sub-parts of operations. In this scenario a
form closure does not necessarily imply a parent relation-
ship with the other open forms. Moreover, sometimes it
happens that even if two forms are dependent, the clos-
ing date is incoherent, with a parent form closing before
a child form. In fact, forms may remain opened for long
even if they are not being used. The difficulties in the
application of Process Mining to logs of PA data can be
summarized in four problems [15]:

1. the impossibility to reduce multiple levels of inter-
weaving to a simpler structure due to the need of
the software to allow multiple nested operations
in parallel;

2. the difficulty of making structural assumptions
based on temporal relations;

3. the presence of loops and redundant activities,
such as technical automated functions mixed with
the actual operations;

4. the difficulty of labelling operations on the fly
due to the potential incoherence between parent
and child forms.

The presence of loops can be solved with correlation
process mining [16], that is designed for logs in which
events that belong to the same case are related to each
other. Similar functions and similar control flows can be
detected and grouped by coupling Process Mining with
parametric dissimilarity measures and clustering algo-
rithms like K-medoids [17]. However, it remains difficult
to label operations and evaluate the quality of the labels,
because clustering is an unsupervised Machine Learning
technique. All these problems are current open chal-
lenges. The research in Knowledge Graphs is relatively
less problematic. For example using data governance

techniques on open data it is possible to build large se-
mantic Knowledge Graphs that represent distributed data
spaces for public e-procurement [18]. However, data het-
erogeneity within the PA presents a challenge for stake-
holders, such as PA employees, developers and decision
makers, in identifying relevant data standards, formats,
and APIs for digitizing specific public services, especially
those with few open data available. However, there are
attempts to solve this issue with semantic modeling and
linked open data principles [19], and link them to existing
KGs. For example it is possible to enable the automated
creation of human- and machine-readable descriptions
of processes from data into ontologies, and link them
to existing process descriptions of public services [20],
such as legal ontologies. The gap between top-down and
bottom-up approaches is still large. The main challenge
in the bottom-up approach is the lack of semantics. In
other words it is not possible to exactly know from soft-
ware logs the semantics of the operation performed and
its relation to the other operations. The main challenge
with the Top-down approach instead is the heterogeneity
of data. Ontologies and KGs encode the semantic rela-
tions between processes but lack the ability to link them
to real processes of the PA. Bridging this gap would allow
us to spot the inefficiencies in the PA and to have much
more control on the entire administrative system.

2. Data Description
We collected logs generated by Sicraweb Evo, a software
designed to perform many operations in Italian munic-
ipalities. This software is divided in a client side, i.e. a
web application used by the municipality operators, and
a server side, from which the logs are currently gener-
ated. The logging system was designed for debugging
purposes and it does not yield direct information about
the processes, as happens in similar software described
in literature. Moreover, the quantity of logs is enormous,
averaging at 7.7 million records per day from more than
2000 municipalities. For our experiments we random
sampled 1 million logs from 15 different municipalities
and more than 150 operators. To the best of our knowl-
edge this is the first work that applies Process Mining on
PA operations using such a large amount of data. The
data is recorded as a sequence of REST calls to the server
side of the application, where each call is a single activity,
until recurrent patterns will be discovered and associated
to higher level operations. Each REST call contains the
following attribute fields:

• Activity: the atomic software function that is ac-
tivated in the process;

• Resource: anonymized municipality and operator
who used the software;



• Action order: a sequential number indicating the
execution order of the activities;

• Relative time: progressive record of milliseconds
starting at 0 with the first activity.

The presence of the Action order helps solving problem 2,
making structural assumptions even when relative time
is not consistent. However, case id and process id are
inherently missing from data. The event logs used can be
classified as ⋆⋆⋆ in the maturity level for Process Mining
described in literature [21].

Process Mining algorithms operate on a set of cases,
i.e. instances of processes. Since our dataset was lacking
of case notations, we added them to the records. We
assigned a case ID to each sequence of activities not
interrupted by a change of client (municipality), date,
operator or the opening of a new form. This approach
was proven to work in a similar scenario [15].

3. Experiments and Discussion
Our contribution follows a bottom-up approach and
presents two experiments. In the first experiment we
want to understand how much the raw log data can be
linked to operation labels. We assume the form titles as
operation labels provided by the software designers, who
are domain experts.We evaluate the relationship between
operation labels and clustering by means of Homogene-
ity [22] and Silhouette metrics [23] [24]. Homogeneity
measures how many clusters contain only logs which are
members of a single operation, while Silhouette measures
how similar are the logs in their own cluster compared
to the other clusters. In the second experiment we ap-
ply Process Mining on clusters to extract Petri Nets and
visualize them in BPMN. We use Replay Fitness [25] to
evaluate the quality of the graphs extracted.

3.1. Clustering
Before applying any Process Mining algorithm to raw
data, logs must be divided into chunks of homogeneous
context. Following previous literature [17] we applied
unsupervised clustering techniques, K-medoids and OP-
TICS for instance, to achieve that. We extracted features
from the logs by using the frequency of specific activities.
In this way we obtained a feature table, where rows repre-
sent case ids and the columns represent the frequency of
activities. In order to reduce information sparseness, we
applied Singular Value Decomposition and compressed
the feature space from initial 1776 columns to two trials,
with 100 and 50 columns respectively.

Results, reported in Table 1, show that K-medoid has
higher Silhouette score, meaning that is able to aggregate
more similar logs under operation labels. Homogeneity
score is similar between the two, indicating that both

algorithm features Silhouette Homogeneity
K-medoid 100 0.498 0.432
OPTICS 100 0.339 0.403
K-medoid 50 0.513 0.435
OPTICS 50 0.332 0.401

Table 1
Results of clustering experiments.

algorithms are able to subsume the logs under the op-
erations roughly the same way. A qualitative analysis
revealed that OPTICS is able to manage noisy logs bet-
ter than K-medoid, obtaining clearer graphs. The lower
scores of OPTICS are possibly due to the fact that it tends
to create a wastebasket cluster with noisy logs among
other cleaner clusters, while K-medoid tends to aggre-
gate noisy logs with others. Moreover, a manual check
revealed that only 36.8% of the operations contains verti-
cal functions from the same area. For example the man-
agement of reversals contains just functions from the
financial area. The remaining 63.2% are operations that
involve different areas. For example the management of
purchase invoices contains functions used in the financial
area as well as in the general affairs area. This indicates
that the OPTICS algorithm may better reflect the actual
percentage of homogeneous operations.

3.2. Process Mining
Each cluster of logs represent a supposed operation con-
taining several variants. With the amount of data we
processed we obtained more than 200 clusters with both
algorithms. Some operations are represented by more
than one cluster. There are by average 5.05 clusters per
operation, with about 30 clusters that contain mainly
technical and automatic functions, and cannot be mapped
to any specific operation and can be discarded. Aiming
at a representation of the software processes with high
simplicity of understanding, We applied Inductive Miner
to the clusters to obtain both Petri Nets and BPMNs, and
ultimately chose BPMN to visualize our data. These rep-
resent generalized ways of performing operations. In
order to make the process discovery more scalable, traces
which shared the same set of activities, regardless of their
edges, were grouped together and used as input for the
discovery of BPMN. The whole discovery process was
performed using custom Python scripts which made use
of the PM4Py library [26]. We computed average Replay
Fitness on 10 random clusters generated with both al-
gorithms. The results with K-medoids is 0.976 and with
OPTICS is 0.998, indicating that OPTICS captures infor-
mation from all variants in a cleaner way, as emerged in
the qualitative analysis. Figure 1 is a generalized BPMN
graph of a purchase invoice management operation from
73 variants. The process can be represented by exclu-



Figure 1: BMPN graph of purchase invoice management
operation.

sive (x) and parallel (+) gateways. Despite BPMN models
are not full KGs [27], they can serve as a ubiquitous vi-
sual tool across various disciplines, including software
development, engineering design, and scientific experi-
mentation. A great advantage of BPMN models is that
it is possible to turn them into code and develop trans-
parent automated processes from data with a bottom-up
approach.

4. Conclusion and Future
We presented a method for the extraction of BPMN from
big data using Process Mining and clustering techniques.
The major contribution of this work to the scientific com-
munity is to apply these algorithms to big data in a real
world scenario. We plan to evolve this work in three
different ways: applying new Process Mining algorithms,
enhancing inductive miner to extract configurable graphs
and aggregate processes at a level above operations; test
the development of automations by turning BPMN into
code by means of AI tools; explore the integration of
BPMN and KGs. The integration of BPMN and KGs
holds significant promise for enhancing business pro-
cess management. By combining the structured flow
representation of BPMN with the rich semantic relation-
ships captured in KGs, organizations can gain a deeper
understanding of their processes and automate the man-
agement of PA processes based on a broader knowledge
base. Future research can explore specific implementa-
tion frameworks and evaluate the impact of this inte-
gration on process efficiency and knowledge utilization
within organizations.
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